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Abstract. The present paper is concerned with the semilocal as well as the
local convergence issues of Newton-Steffensen’s method for solving nonlinear op-
erator equations on Banach spaces. The cubical convergence results are estab-
lished under the assumption that the first derivative of the involved operator is
Lipschitz continuous. More precisely, the convergence criteria are established,
and estimates of radii of convergence balls for Newton-Steffensen’s method are
also provided under some mild conditions. The obtained results improve the
corresponding ones in [Appl. Math. Comput., 169, 242–246 (2005)]. Finally,
preliminary numerical results illustrate that the generated sequences converge
cubically under the assumption that the first derivative of the operator is Lips-
chitz continuous. It should be remarked that in these numerical experiments the
second derivatives of the operators do not satisfy Lipschitz continuous and so the
corresponding results in [Appl. Math. Comput., 169, 242–246 (2005)] are not
applicable.

1. Introduction

Let F : D ⊆ X → Y be a nonlinear operator with its Fréchet derivative being
denoted by F ′. Finding solutions of the nonlinear operator equation

(1.1) F (x) = 0

on Banach spaces is a very general problem which is widely studied in both theo-
retical and applied areas of mathematics.
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When F is Fréchet differentiable, the most important method to find an approx-
imation of a solution of (1.1) is Newton’s method which takes the following form:

(1.2) xn+1 = xn − F ′(xn)
−1F (xn), n = 0, 1, 2, . . . ,

where x0 ∈ D is an initial point. The sequence generated by Newton’s method is
quadratically convergent under the assumption:

• the first Fréchet derivative of F is Lipschitz continuous.

There are several kinds of cubic generalizations for Newton’s method. The most
important family is the Euler-Halley family, see for example, [1, 3–5, 8, 9, 12, 13, 25]
and references therein. These cubic methods require the computation of the second
derivatives of the operator F at each step, and thus the operation cost of which
may be very large in practical calculation. In addition, the Lipschitz continuity
assumption of second Fréchet derivative is required to ensure cubic convergence
rate.

To reduce the operation cost but retain the cubical convergence, several variations
of cubic methods are provided, such as convex acceleration of Newton’s method,
super-Halley method, deformed Euler-Halley method and so on (see [6, 7, 10, 11,
19, 27]). One of the advantages of these variations of cubic methods is that we
do not need to calculate the second derivative operator at each step, where the
second derivative operator is generally replaced by a finite difference between first
derivatives. However, in order to obtain cubic convergence, the second derivative of
F is still assumed to be Lipschitz continuous (see [6, 7, 10,11,19,27]).

In particular, in [19], Sharma proposed the following Newton-Steffensen’s method
which avoids the computation of the second derivative but has cubical convergence
under the assumption that the function is sufficiently smooth in a neighborhood.
Let f : R → R. The method is defined as follows:

(1.3)


yn = xn − f(xn)

f ′(xn)
,

xn+1 = xn − f(xn)

g(xn)
,

n = 0, 1, . . . ,

where g(xn) =
f(yn)− f(xn)

yn − xn
. This method has been extended to Banach spaces

in [28], which is described as follows:

(1.4)

{
yn = xn − F ′(xn)

−1F (xn),
xn+1 = xn − [yn, xn;F ]−1F (xn),

n = 0, 1, . . . ,

where the divided difference operator is defined by

(1.5) [yn, xn;F ] =

∫ 1

0
F ′(xn + t(yn − xn)) dt.

In [28], in order to obtain cubical convergence, the second Fréchet derivative of F
is still assumed to be Lipschitz continuous.

To the best of our knowledge, in order to get cubical convergence, all the known
results (see [6,7,10,11,19,27,28]) need that the operator should to be second Fréchet
differentiable or even sufficiently smooth. In fact, sometimes, the operator dose not
have second Fréchet derivative. Hence, it’s interesting and important if we can still
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have cubical convergence but only under the assumption that the operator just have
first Fréchet derivative. Indeed, we establish this result in our present paper. More
precisely, in the present paper, we continue to study the cubical convergence of
Newton-Steffensen’s method given by (1.4). In order to get cubical convergence of
Newton-Steffensen’s method, we just only assume that the first Fréchet derivative
of F is Lipschitz continuous, which is different from the assumptions made for all
the results mentioned above. Our main contribute is as follows:

• the cubical convergence results are established under the assumption that
the first Fréchet derivative of F is Lipschitz continuous which is the same
condition for Newton’s method.

Hence, our results significantly improve the corresponding results in [19].
Recall that, in general, the study about convergence issue of Newton’s method

is mainly centered on two types: local and semi-local convergence analysis. The
local convergence issue is, based on the information around a solution, to seek
estimates of the radii of convergence balls; while the semi-local one is, based on
the information around an initial point, to give criteria ensuring the convergence of
Newton’s method. We refer the reader to [14–16, 20–24, 26] and the bibliographies
therein for various results, examples, discussions, and applications.

In the present paper, we study the local and semi-local convergence analysis of
Newton-Steffensen’s method given by (1.4). More precisely, under the assumption
that the first Fréchet derivative of F is Lipschitz continuous, convergence criteria
are established, and convergence radii are also estimated. Finally, several numerical
examples are provided to illustrate how fast the generated sequences converge. It
should be noted that in these examples, first Fréchet derivative of F is Lipschitz
continuous while the second Fréchet derivative of F not. Hence, our results are
applicable while the corresponding results in [19] fail.

The remainder of the present paper is organized as follows. Some basic definitions,
notations, and preliminary results are given in Section 2. In Section 3, convergence
criteria are established. The estimates of convergence radii are obtained in Section
4. In the last section, numerical examples are presented.

2. Notations and Preliminary Results

Throughout this paper, we assume that X and Y are two Banach spaces. Let
D ⊆ X be an open subset and let F : D ⊆ X → Y be a nonlinear operator with
continuous Fréchet derivative F ′. For x ∈ X and r > 0, we use B(x, r) and B(x, r)
to denote the open ball with radius r and center x and its closure, respectively.

Let L > 0 be a constant. Let β > 0, and define

(2.1) h(t) = β − t+
L

2
t2 for each t ≥ 0.

Then

(2.2) h′(t) = −1 + Lt and h′′(t) = L.

The following lemma is clear.
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Lemma 2.1. Suppose that

(2.3) βL ≤ 1

2
.

Then h is strictly decreasing on [0, 1
L ] and strictly increasing on [ 1L ,+∞). Moreover,

if βL < 1
2 , h has two zeros, denoted respectively by t∗ = 1−

√
1−2Lβ
L and t∗∗ =

1+
√
1−2Lβ
L , such that

(2.4) β < t∗ <
1

L
< t∗∗;

if βL = 1
2 , then h has a unique zero t∗ in (β,+∞) (in fact, t∗ = 1

L).

Let {sn} and {tn} denote the corresponding sequences generated by Newton-
Steffensen’s method for the majoring function h with the initial point t0 = 0, that
is,

(2.5)


yn = xn − f(xn)

f ′(xn)
,

xn+1 = xn − f(xn)

g(xn)
,

n = 0, 1, . . . .

The following lemma describes the convergence properties of the sequences {sn}
and {tn}.

Lemma 2.2. Suppose that (2.3) holds. Let {sn} and {tn} be the sequences generated
by (2.5). Then

(2.6) 0 ≤ tn < sn < tn+1 < t∗ for all n ≥ 0.

Moreover, {sn} and {tn} converge increasingly to the same point t∗.

Proof. Note that 0 = t0 < s0 = β and t1 =
β

1− L
2 β

. Clearly, s0 < t1. Furthermore,

since Lβ ≤ 1
2 , it’s easy to verify that t1 < t∗ = 1−

√
1−2Lβ
L . Hence (2.6) holds for

n = 0.
Now we assume that

0 ≤ tn−1 < sn−1 < tn < t∗ for some n ≥ 1.

By Lemma 2.1, we have h(t) ≥ 0 for each t ∈ [0, t∗] and h(tn)/h
′(tn) < 0. The later

implies that sn > tn. Define function

N(t) = t− h(t)

h′(t)
, t ∈ [0, t∗].

Then, N ′(t) = h(t)h′′(t)/h′(t)2 > 0, which implies that N(t) is increasing monoton-
ically in [0, t∗]. Therefore we have

sn = tn − h(tn)

h′(tn)
< t∗ − h(t∗)

h′(t∗)
= t∗.

Since h is convex in [0, t∗], we get h′(tn) < (h(sn)−h(tn))/(sn−tn) and so sn < tn+1.
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It remains to show tn+1 < t∗. To this end, we first verify the following inequality:

(2.7) t′ −
(
h(t)− h(t′)

t− t′

)−1

h(t′) < t′′ −
(
h(t′′)− h(t)

t′′ − t

)−1

h(t′′)

for all t′, t, t′′ ∈ [0, t∗] and t′ < t < t′′. To do this, for a fixed t ∈ (0, t∗), let g denote
the function defined by

g(s) := s−
(
h(s)− h(t)

s− t

)−1

h(s) for any s ∈ [0, t∗].

Then

g′(s) =

(
h(t)

(h(s)− h(t))2

)
[(h(t)− h(s))− h′(s)(t− s)].

Since h is convex in [0, t∗], we have (h(t)−h(s))−h′(s)(t− s) > 0. Observe further
that h(t) > 0. Hence g′(s) > 0 and so g is strict monotonically increasing on [0, t∗].
Thus, (2.7) is seen to hold. By (2.7), we conclude that

tn+1 = tn −
(
h(sn)− h(tn)

sn − tn

)−1

h(tn) < t∗ −
(
h(t∗)− h(sn)

t∗ − sn

)−1

h(t∗) = t∗.

Therefore, (2.6) holds for all n ≥ 0. The inequalities in (2.6) imply that {sn} and
{tn} converge increasingly to some same point, say τ . Clearly τ ∈ [0, t∗] and τ is
a zero of h in [0, t∗]. Noting that t∗ is the unique zero of h in [0, 1

L ], one has that
τ = t∗. The proof is complete. �

Lemma 2.3. Let {sk} and {tk} be the sequences generated by (2.5). Then for all
k ≥ 0,

(2.8) − L

2h′(tk)
(tk+1 − tk)(sk − tk) = tk+1 − sk,

and

(2.9)
L

2
(tk+1 − sk)(tk+1 − tk) = h(tk+1)

Proof. Observe that

− L

2h′(tk)
(tk+1 − tk)(sk − tk) = − 1

h′(tk)
(tk+1 − tk)(sk − tk)

∫ 1

0
Ltdt

= − 1

h′(tk)

tk+1 − tk
sk − tk

∫ sk

tk

L(sk − u)du

= − 1

h′(tk)

tk+1 − tk
sk − tk

∫ sk

tk

(sk − u)dh′(u)

= tk+1 − tk +
h(tk)

h′(tk)

= tk+1 − sk.
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Hence, (2.8) is seen to hold. Note further that

L

2
(tk+1 − sk)(tk+1 − tk) = (tk+1 − sk)(tk+1 − tk)

∫ 1

0
Ltdt

= (tk+1 − tk)

∫ 1

0

∫ tk+t(sk−tk)+t(tk+1−sk)

tk+t(sk−tk)
Ldudt

= (tk+1 − tk)

∫ 1

0

∫ tk+t(sk−tk)+t(tk+1−sk)

tk+t(sk−tk)
h′′(u)dudt

= (tk+1 − tk)

∫ 1

0
(h′(tk + t(tk+1 − tk))− h′(tk + t(sk − tk)))dt

= h(tk+1).

Thus, (2.9) holds. �

The following L Lipschitz condition was introduced by Wang in [21].

Definition 2.4. Let x̄ be a given point such that F ′(x̄)−1 exists, and let B(x̄, r) ⊆
D. Then F ′(x̄)−1F ′ is said to satisfy the L Lipschitz condition on B(x̄, r) if
(2.10)
∥F ′(x̄)−1(F ′(x)− F ′(x′))∥ ≤ L∥x− x′∥ for all x, x′ ∈ B(x̄, r) with ∥x− x′∥ ≤ r.

By the well known Banach Lemma, we have the following lemma which is useful
in the proof of our convergence results.

Lemma 2.5. Let 0 < r ≤ 1
L . Let x̄ be such that F ′(x̄)−1 exists, and let B(x̄, r) ⊆ D.

Suppose that F ′(x̄)−1F ′ satisfies the L Lipschitz condition on B(x̄, r). Then, for
each x ∈ B(x̄, r), F ′(x)−1 exists and

(2.11) ∥F ′(x)−1F ′(x̄)∥ ≤ 1

1− L∥x− x̄∥
= − 1

h′(∥x− x̄∥)
.

3. Convergence criterion

Throughout this section, let x0 ∈ D be the initial point such that the inverse
F ′(x0)

−1 exists and let B(x0,
1
L) ⊆ D. Below, we list a series of useful lemmas.

Recall that the divided difference operator [y, x;F ] is defined by (1.5). The following
lemma gives the expressions of some desired estimates in the proof of Lemma 3.2.

Lemma 3.1. Let x ∈ B(x0,
1
L) be such that F ′(x)−1 exists. Define

y := x− F ′(x)−1F (x) and x̄ := x− [y, x;F ]−1F (x).

Then the following formulae hold:

(i) x̄− y = F ′(x)−1

∫ 1

0
[F ′(x)− F ′(x+ t(y − x))] dt(x̄− x).

(ii) F (x̄) =

∫ 1

0
[F ′(x+ t(x̄− x))− F ′(x+ t(y − x))] dt(x̄− x).
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Proof. For (i), we notice that

x̄− y = x̄− x+ F ′(x)−1F (x)

= x̄− x− F ′(x)−1[y, x;F ](x̄− x)

= F ′(x)−1

∫ 1

0
[F ′(x)− F ′(x+ t(y − x))] dt(x̄− x).

As for (ii), one has that

F (x̄) = F (x̄)− F (x)− [y, x;F ](x̄− x)

=

∫ 1

0
F ′(x+ t(x̄− x))(x̄− x) dt−

∫ 1

0
F ′(x+ t(y − x))(x̄− x) dt

=

∫ 1

0
[F ′(x+ t(x̄− x))− F ′(x+ t(y − x))] dt(x̄− x).

The proof is complete. �

Recall that t∗ = 1−
√
1−2Lβ
L , {sn} and {tn} are the corresponding sequences gen-

erated by Newton-Steffensen’s method (2.5) for the majoring function h with the
initial point t0 = 0.

Lemma 3.2. Suppose that βL ≤ 1
2 . Suppose further that ∥F ′(x0)

−1F (x0)∥ ≤ β and

F ′(x0)
−1F ′ satisfies the L Lipschitz condition on B(x0, t

∗). Let {xn} be a sequence
generated by (1.4) with initial point x0. Then, {xn} is well defined and the following
estimates hold for any n ≥ 1:

(i) ∥yn−1 − xn−1∥ ≤ sn−1 − tn−1, ∥xn − xn−1∥ ≤ tn − tn−1, ∥xn − yn−1∥ ≤
tn − sn−1.

(ii)
∥∥[yn−1, xn−1;F ]−1F ′(x0)

∥∥ ≤ −
sn−1 − tn−1

h(sn−1)− h(tn−1)
.

(iii)
∥∥F ′(x0)

−1F (xn)
∥∥ ≤ h(tn)

(∥xn − xn−1∥
tn − tn−1

)2(∥yn−1 − xn−1∥
sn−1 − tn−1

)
.

Proof. Note that ∥y0 − x0∥ = ∥F ′(x0)
−1F (x0)∥ ≤ β = s0 − t0. Hence, the first

inequality of (i) holds for n = 1. This together with (2.2) gives that

∥∥F ′(x0)
−1([y0, x0;F ]− F ′(x0))

∥∥ ≤
∫ 1

0

∥∥F ′(x0)
−1(F ′(x0 + t(y0 − x0)− F ′(x0))

∥∥ dt

≤
∫ 1

0
Lt∥y0 − x0∥dt

≤
∫ 1

0

∫ t(s0−t0)

0
h′′(u) dudt

=
h(s0)− h(t0)

s0 − t0
+ 1.
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Since h′(t) < 0 in (0, 1
L), we have (h(s0) − h(t0))/(s0 − t0) < 0. Thus, it follows

from Banach lemma that [y0, x0;F ]−1 exists and satisfies

(3.1)
∥∥[y0, x0;F ]−1F ′(x0)

∥∥ ≤ 1

1−
(
h(s0)− h(t0)

s0 − t0
+ 1

) = − s0 − t0
h(s0)− h(t0)

.

Hence

∥x1−x0∥ ≤
∥∥[y0, x0;F ]−1F ′(x0)

∥∥ ∥∥F ′(x0)
−1F (x0)

∥∥ ≤ − s0 − t0
h(s0)− h(t0)

h(t0) = t1−t0.

Thus, the second inequality of (i) holds for n = 1. By Lemma 3.1, we have

(3.2) x1 − y0 = F ′(x0)
−1

∫ 1

0
[F ′(x0)− F ′(x0 + t(y0 − x0))] dt(x1 − x0).

By (2.2) and L Lipschitz assumption, we have

∥x1 − y0∥ ≤
∫ 1

0
∥F ′(x0)

−1[F ′(x0)− F ′(x0 + t(y0 − x0))] dt∥x1 − x0∥

≤
∫ 1

0
Lt∥y0 − x0∥dt∥x1 − x0∥

= − 1

h′(t0)
(t1 − t0)(s0 − t0)

∫ 1

0
Ltdt

∥x1 − x0∥
t1 − t0

∥y0 − x0∥
s0 − t0

= (t1 − s0)
∥y0 − x0∥
s0 − t0

∥x1 − x0∥
t1 − t0

,(3.3)

where the last equality holds because of (2.8). Consequently, statement (i) holds
for n = 1.

Statement (ii) for the case n = 1 is verified by (3.1). Below, we consider the case
n = 1 for (iii). First we have the following expression of F (x1) due to Lemma 3.1:

F (x1) =

∫ 1

0
[F ′(x0 + t(x1 − x0))− F ′(x0 + t(y0 − x0))] dt(x1 − x0),

Thus by (3.3), we get

∥F ′(x0)
−1F (x1)∥ ≤

∫ 1

0

∥∥F ′(x0)
−1[F ′(x0 + t(x1 − x0))− F ′(x0 + t(y0 − x0))]

∥∥ dt∥x1 − x0∥

≤
∫ 1

0
Lt∥x1 − y0∥dt∥x1 − x0∥

≤ (t1 − t0)(t1 − s0)

∫ 1

0
Ltdt

(
∥x1 − x0∥
t1 − t0

)2(∥y0 − x0∥
s0 − t0

)
= h(t1)

(
∥x1 − x0∥
t1 − t0

)2(∥y0 − x0∥
s0 − t0

)
,

where the last equality holds because of (2.9). Therefore statement (iii) holds for
n = 1.



CUBIC CONVERGENCE OF NEWTON-STEFFENSEN’S METHOD 9

Assume that statements (i)-(iii) are true for n = k(≥ 1). Blow, we use mathe-
matical induction to prove that they also hold for n = k + 1. First, by statement
(i), we have

(3.4) ∥xk − x0∥ ≤
k−1∑
i=0

∥xi+1 − xi∥ ≤
k−1∑
i=0

(ti+1 − ti) = tk < t∗ <
1

L
.

Therefore, it follows from Lemma 2.5 that F ′(xk)
−1 exists and

(3.5) ∥F ′(xk)
−1F ′(x0)∥ ≤ 1

1− L∥xk − x0∥
≤ − 1

h′(tk)
.

Noting that

∥F ′(x0)
−1F (xk)∥ ≤ h(tk)

by the inductive hypothesis of (i) and (iii). This, together with (3.5), implies that

(3.6) ∥yk − xk∥ ≤ ∥F ′(xk)
−1F ′(x0)∥∥F ′(x0)

−1F (xk)∥ ≤ − h(tk)

h′(tk)
= sk − tk,

where the last equality holds because of (2.5). Hence, the first inequality of (i) holds
for n = k + 1. Observe from L Lipschitz assumption, (3.4) and (3.6) that

∥F ′(x0)
−1([yk, xk;F ]− F ′(x0))∥

≤
∫ 1

0

∥∥F ′(x0)
−1(F ′(xk + t(yk − xk)− F ′(x0))

∥∥ dt

≤
∫ 1

0
L(∥xk − x0∥+ t∥yk − xk∥)dt

≤
∫ 1

0

∫ tk+t(sk−tk)

0
h′′(u) dudt

=
h(sk)− h(tk)

sk − tk
+ 1.

It follows from Lemma 2.2 and the monotonicity of h that (h(sk)−h(tk))/(sk−tk) <
0. Thus, we have ∥F ′(x0)

−1([yk, xk;F ] − F ′(x0))∥ < 1 and by Banach lemma
[yk, xk;F ]−1F ′(x0) exists and satisfies

(3.7) ∥[yk, xk;F ]−1F ′(x0)∥ ≤ 1

1−
(
h(sk)− h(tk)

sk − tk
+ 1

) = − sk − tk
h(sk)− h(tk)

.

Combining this with the inductive hypothesis of (iii) yields that

∥xk+1 − xk∥ ≤ ∥[yk, xk;F ]−1F ′(x0)∥∥F ′(x0)
−1F (xk)∥

≤ −
(
h(sk)− h(tk)

sk − tk

)−1

h(tk)

(∥xk − xk−1∥
tk − tk−1

)2(∥yk−1 − xk−1∥
sk−1 − tk−1

)
= (tk+1 − tk)

(∥xk − xk−1∥
tk − tk−1

)2(∥yk−1 − xk−1∥
sk−1 − tk−1

)
.(3.8)

This implies that ∥xk+1 − xk∥ ≤ tk+1 − tk and so the second inequality of (i) holds.
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On the other hand, by L Lipschitz assumption, (2.11) and Lemma 3.1 (i) with
(xn+1, xn, yn in place of x̄, x, y), we have

∥xk+1 − yk∥ =

∥∥∥∥F ′(xk)
−1

∫ 1

0

[
F ′(xk)− F ′(xk + t(yk − xk))

]
dt(xk+1 − xk)

∥∥∥∥
≤ ∥F ′(xk)

−1F ′(x0)∥∥
∫ 1

0
F ′(x0)

−1[F ′(xk)− F ′(xk + t(yk − xk))] dt∥∥xk+1 − xk∥

≤ − 1

h′(∥xk − x0∥)

∫ 1

0
Lt∥yk − xk∥dt∥xk+1 − xk∥

≤ − 1

h′(tk)
(tk+1 − tk)(sk − tk)

∫ 1

0
Ltdt

∥xk+1 − xk∥
tk+1 − tk

∥yk − xk∥
sk − tk

= (tk+1 − sk)

(
∥yk − xk∥∥xk+1 − xk∥
(sk − tk)(tk+1 − tk)

)
,(3.9)

where the last equality holds because of (2.8). This implies that ∥xk+1 − yk∥ ≤
tk+1 − sk. Hence, statement (i) holds for n = k + 1.

Statement (ii) holds for n = k + 1 by (3.7). Next, we will show that (iii) also
holds for n = k + 1. First, it follows from L Lipschitz assumption and (3.9) that

∥F ′(x0)
−1F (xk+1)∥

≤
∫ 1

0

∥∥F ′(x0)
−1[F ′(xk + t(xk+1 − xk))− F ′(xk + t(yk − xk))]

∥∥ dt∥xk+1 − xk∥

≤
∫ 1

0
Lt∥xk+1 − yk∥dt∥xk+1 − xk∥

≤ (tk+1 − sk)(tk+1 − tk)

∫ 1

0
Ltdt

(
∥xk+1 − xk∥
tk+1 − tk

)2(∥yk − xk∥
sk − tk

)
= h(tk+1)

(
∥xk+1 − xk∥
tk+1 − tk

)2(∥yk − xk∥
sk − tk

)
,

where the last equality holds because of (2.9). Therefore statement (iii) is confirmed
for n = k + 1. Hence (i)-(iii) hold for all n ≥ 0.

Furthermore, by statement (i), one has, for any n ≥ 0, ∥xn − x0∥ ≤ tn < t∗ < 1
L .

Thus, by Lemma 2.5, we know that F ′(xn)
−1 exists for each n ≥ 1. Moreover, by

statement (ii), we know that for all n ≥ 1, [yn, xn, F ]−1 exists. Thus {xn} is well
defined. The proof is complete. �

Recall that t∗ = 1−
√
1−2Lβ
L , and the sequences {sn} and {tn} are defined by (2.5).

We are now ready to prove a semilocal convergence theorem for Newton-Steffensen’s
method (1.4) under L Lipschitz condition.

Theorem 3.3. Suppose that βL ≤ 1
2 . Suppose further that ∥F ′(x0)

−1F (x0)∥ ≤ β

and F ′(x0)
−1F ′ satisfies the L Lipschitz condition on B(x0, t

∗). Let {xn} be a
sequence generated by (1.4) with initial point x0. Then, {xn} is well defined and

converges to a solution x∗ ∈ B(x0, t∗) of equation (1.1) with Q-cubic rate and x∗ is
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the unique solution in B(x0, t∗). Moreover, the following estimate holds:

(3.10) ∥x∗ − xn∥ ≤ (t∗ − tn)

(
∥x∗ − xm∥
t∗ − tm

)3n−m

for all n ≥ m ≥ 0.

Proof. The uniqueness ball can be obtained by Theorem 1.5 in [21]. Moreover, it
follows from Lemma 3.2 that {xn} is well defined. In addition, from Lemmas 2.2
and 3.2 (i), we can see that {xn} is a Cauchy sequence, so it converges to a limit,
say x∗. Below, we show that x∗ is a solution of equation (1.1). It follows from
Lemma 3.2 that

∥F ′(x0)
−1F (xn)∥ ≤ h(tn) for all n ≥ 0.

Letting n → ∞ in the preceding relation gives that the limit x∗ is a solution of
equation (1.1). Moreover, Lemma 3.2 (i) gives

(3.11) ∥x∗ − xn∥ ≤ t∗ − tn.

Next, we verify that estimate (3.10) is true. First we have
(3.12)
∥x∗ − yn∥ = ∥x∗ − xn + F ′(xn)F (xn)∥

= ∥x∗ − xn − F ′(xn)(F (x∗)− F (xn))∥

=

∥∥∥∥−F ′(xn)
−1

∫ 1

0
[F ′(xn + t(x∗ − xn))− F ′(xn)](x

∗ − xn) dt

∥∥∥∥
≤ ∥F ′(xn)

−1F ′(x0)∥
∫ 1

0

∥∥F ′(x0)
−1[F ′(xn)− F ′(xn + t(x∗ − xn))](x

∗ − xn)
∥∥ dt.

This, together with L Lipschitz assumption and (2.11), gives the following estimate:

∥x∗ − yn∥ ≤ − 1

h′(tn)

∫ 1

0
Lt∥x∗ − xn∥dt∥x∗ − xn∥

= − 1

h′(tn)
(t∗ − tn)

2

∫ 1

0
Ltdt

(
∥x∗ − xn∥
t∗ − tn

)2

= (t∗ − sn)

(
∥x∗ − xn∥
t∗ − tn

)2

,(3.13)

where the last equality holds because it’s easy to verify that

− 1

h′(tn)
(t∗−tn)

2

∫ 1

0
Ltdt = − 1

h′(tn)

∫ t∗

tn

L(t∗−u)du = − 1

h′(tn)

∫ t∗

tn

(t∗−u)dh′(u) = t∗−sn.

Since [yn, xn;F ](xn+1 − xn) + F (xn) = 0, we observe that

[yn, xn;F ](xn+1 − x∗) = [yn, xn;F ](xn+1 − x∗)− [yn, xn;F ](xn+1 − xn)− F (xn) + F (x∗)

= [yn, xn;F ](xn − x∗)− F (xn) + F (x∗)

=

∫ 1

0

[
F ′(xn + t(x∗ − xn))− F ′(xn + t(yn − xn))

]
(x∗ − xn) dt.
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Thus by L Lipschitz assumption and (3.13), one has

∥F ′(x0)
−1[yn, xn;F ](xn+1 − x∗)∥ ≤

∫ 1

0
Lt∥x∗ − yn∥dt∥x∗ − xn∥

≤ (t∗ − sn)

∫ 1

0
Ltdt

(
∥x∗ − xn∥
t∗ − tn

)2

∥x∗ − xn∥

≤ (t∗ − sn)(t
∗ − tn)

∫ 1

0
Ltdt

(
∥x∗ − xn∥
t∗ − tn

)3

.(3.14)

Note that

(t∗ − sn)(t
∗ − tn)

∫ 1

0
Ltdt =

∫ 1

0

∫ tn+t(sn−tn)+t(t∗−sn)

tn+t(sn−tn)
Ldudt(t∗ − tn)

=

∫ 1

0

∫ tn+t(sn−tn)+t(t∗−sn)

tn+t(sn−tn)
h′′(u)dudt(t∗ − tn)

= (tn+1 − t∗)
h(sn)− h(tn)

sn − tn
.

This, together with (3.14), yields that

(3.15) ∥F ′(x0)
−1[yn, xn;F ](xn+1−x∗)∥ ≤ (tn+1−t∗)

h(sn)− h(tn)

sn − tn

(
∥x∗ − xn∥
t∗ − tn

)3

.

Combining Lemma 3.2 (ii) with (3.15) gives that

∥xn+1 − x∗∥ ≤
∥∥[yn, xn;F ]−1F ′(x0)

∥∥ ∥∥F ′(x0)
−1[yn, xn;F ](xn+1 − x∗)

∥∥
≤ (t∗ − tn+1)

(
∥x∗ − xn∥
t∗ − tn

)3

.

Therefore the error estimate (3.10) follows. Also, from the previous inequality, we
know that the convergence rate of {xn} to x∗ is Q-cubic. The proof is complete. �

4. Convergence ball

Now we begin to study the local convergence properties for Newton-Steffensen’s
method (1.4). Throughout this section, we suppose x∗ ∈ D such that F (x∗) = 0,
B(x∗, 1

L) ⊆ D and the inverse F ′(x∗)−1 exists. First, we define an auxiliary function
which is useful for the analysis of convergence ball:

(4.1) G(t) :=
Lt

2(1− Lt)
for each t ∈ (0,

1

L
).

Note that G increases monotonically from 0 to +∞ when t increases monotonically
from 0 to 1

L . Hence the following lemma holds.

Lemma 4.1. There exists a unique point r1 = 2
3L ∈ (0, 1

L) such that G(r1) = 1.
Moreover G(t) and G(t)/t increase monotonically on (0, r1).

Now, we are ready to establish the theorem about estimate of radius of conver-
gence ball.
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Theorem 4.2. Suppose that F ′(x∗)−1F ′ satisfies the L Lipschitz condition on
B(x∗, 2

3L). Let x0 ∈ B(x∗, 2
3L). Let {xn} be a sequence generated by (1.4) with

initial point x0. Then, {xn} converges to x∗ and the following assertion holds for
all n = 0, 1, . . .:

(4.2) ∥xn − x∗∥ ≤ q3
n−1∥x0 − x∗∥,

where

(4.3) q = G(t0) < 1, t0 = ∥x0 − x∗∥.

Proof. For each n = 0, 1, . . ., we write tn := ∥xn − x∗∥. It is sufficient to show that

(4.4) tn+1 ≤ tn and ∥xn+1 − x∗∥ ≤ G(tn)
2∥xn − x∗∥, n = 0, 1, . . . .

In fact, by noticing the monotonicity of G(t)/t, we have

∥xn+1−x∗∥ ≤ (G(tn)/tn)
2 ∥xn−x∗∥3 ≤ (G(t0)/t0)

2 ∥xn−x∗∥3 =
(

q

t0

)2

∥xn−x∗∥3, n = 0, 1, . . . .

From this we can easily establish (4.2) by mathematical induction.
Now we prove (4.4) by mathematical induction. Note that for all n, as [yn, xn;F ](xn+1−

xn) + F (xn) = 0, one has

[yn, xn;F ](xn+1 − x∗) = [yn, xn;F ](xn+1 − x∗)− [yn, xn;F ](xn+1 − xn)− F (xn) + F (x∗)

= [yn, xn;F ](xn − x∗)− F (xn) + F (x∗)

=

∫ 1

0

[
F ′(xn + t(x∗ − xn))− F ′(xn + t(yn − xn))

]
(x∗ − xn) dt.

This gives that

xn+1 − x∗ = [yn, xn;F ]−1

∫ 1

0

[
F ′(xn + t(x∗ − xn))− F ′(xn + t(yn − xn))

]
(x∗ − xn)dt(4.5)

Similarly, we also have

yn − x∗ = xn − F ′(xn)
−1F (xn)− x∗

= F ′(xn)
−1

[
F (x∗)− F (xn) + F ′(xn)(xn − x∗)

]
= F ′(xn)

−1

∫ 1

0

[
F ′(xn + t(x∗ − xn))− F ′(xn)

]
(x∗ − xn)dt.(4.6)

For the case n = 0, by L Lipschitz assumption, (4.6) and (2.11), we get that

∥y0 − x∗∥ ≤ ∥F ′(x0)
−1F ′(x∗)∥∥

∫ 1

0
F ′(x∗)−1

[
F ′(x0 + t(x∗ − x0))− F ′(x0)

]
dt∥∥x∗ − x0∥

≤ 1

1− L∥x0 − x∗∥

∫ 1

0
Lt∥x0 − x∗∥dt∥x∗ − x0∥

≤
L
2 t0

1− Lt0
t0

= G(t0)t0.(4.7)

Hence by (4.3), we have

(4.8) ∥y0 − x∗∥ ≤ t0.
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This, together with L Lipschitz assumption, yields that

∥F ′(x∗)−1([y0, x0;F ]− F ′(x∗))∥ =

∥∥∥∥∫ 1

0
F ′(x∗)−1[F ′(x0 + t(y0 − x0)− F ′(x∗)] dt

∥∥∥∥
≤

∫ 1

0
L∥x0 + t(y0 − x0)− x∗∥dt

≤
∫ 1

0
L[(1− t)∥x0 − x∗∥+ t∥y0 − x∗∥]dt

≤
∫ 1

0
Lt0dt

= Lt0

< 1.

It follows from Banach lemma that

∥[y0, x0;F ]−1F ′(x∗)∥ ≤ 1

1− Lt0
.

Combining this with L Lipschitz assumption, (4.5) and (4.7), we get
(4.9)
∥x1 − x∗∥

≤ ∥[y0, x0;F ]−1F ′(x∗)∥
∥∥∥∥F ′(x∗)−1

∫ 1

0

[
F ′(x0 + t(x∗ − x0))− F ′(x0 + t(y0 − x0))

]
dt

∥∥∥∥ ∥x0 − x∗∥

≤ 1

1− Lt0

∫ 1

0
Lt∥y0 − x∗∥dt∥x0 − x∗∥

=
1

1− Lt0

L

2
G(t0)t0∥x0 − x∗∥

= G(t0)
2∥x0 − x∗∥.

This with (4.3) implies that t1 < t0. Hence the inequalities in (4.4) hold for n = 0.
Now assume that the inequalities in (4.4) hold for up to some n ≥ 1. Thus

tn+1 ≤ tn < 2
3L < 1

L . It follows from L Lipschitz assumption, (4.6) and (2.11) that

(4.10)

∥yn+1 − x∗∥
≤ ∥F ′(xn+1)

−1F ′(x∗)∥·

∥
∫ 1

0
F ′(x∗)−1

[
F ′(xn+1 + t(x∗ − xn+1))− F ′(xn+1)

]
dt∥∥x∗ − xn+1∥

≤ 1

1− L∥xn+1 − x∗∥

∫ 1

0
Lt∥xn+1 − x∗∥dt∥x∗ − xn+1∥

=
L
2 tn+1

1− Ltn+1
tn+1

= G(tn+1)tn+1.

By the monotonicity of G, one has

∥yn+1 − x∗∥ ≤ G(tn+1)tn+1 ≤ G(t0)tn+1 ≤ tn+1.
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Similarly, we have

∥F ′(x∗)−1([yn+1, xn+1;F ]− F ′(x∗))∥

=

∥∥∥∥∫ 1

0
F ′(x∗)−1[F ′(xn+1 + t(yn+1 − xn+1)− F ′(x∗)] dt

∥∥∥∥
≤

∫ 1

0
L∥xn+1 + t(yn+1 − xn+1)− x∗∥dt

≤
∫ 1

0
L[(1− t)∥xn+1 − x∗∥+ t∥yn+1 − x∗∥]dt

≤ Ltn+1

< 1.

Using Banach lemma again, one has

∥[yn+1, xn+1;F ]−1F ′(x∗)∥ ≤ 1

1− Ltn+1
.

This together with L Lipschitz assumption, (4.5) and (4.10) yields that

∥xn+2 − x∗∥
≤ ∥[yn+1, xn+1;F ]−1F ′(x∗)∥·

∥F ′(x∗)−1

∫ 1

0

[
F ′(xn+1 + t(x∗ − xn+1))− F ′(xn+1 + t(yn+1 − xn+1))

]
(x∗ − xn+1)dt∥

≤ 1

1− Ltn+1

∫ 1

0
Lt∥yn+1 − x∗∥dt∥xn+1 − x∗∥

≤
L
2

1− Ltn+1
G(tn+1)tn+1∥xn+1 − x∗∥

= G(tn+1)
2∥xn+1 − x∗∥.

This together with the monotonicity of G yields that

∥xn+2 − x∗∥ ≤ G(t0)
2tn+1 ≤ tn+1.

Thus the inequalities in (4.4) hold for n + 1 and hence they hold for each n. The
proof is complete. �

5. Numerical Experiments

This section is devoted to applications of convergence results obtained in previous
sections. We consider the following nonlinear boundary values problem of second
order, which is a modification of an example in [28] and also appears in [2, 18],

(5.1)

{
z′′ + z2+λ + γz2 = 0, γ ∈ R, λ ∈ (0, 1),
z(0) = z(1) = 0.

We divide the interval [0, 1] into n subintervals and let d = 1/n. We denote the
point of subdivision by li = id, i = 1, 2, · · · , n, and the corresponding values of the
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function zi := z(li). Obviously, by the boundary condition, we have z0 = zn = 0. A
simple approximation for second derivative is

z′′(l) ≈ z(l + d)− 2z(l) + z(l − d)

d2
,

z′′(li) ≈
zi+1 − 2zi + zi−1

d2
, i = 1, 2, · · · , n− 1.

Noting that z0 = zn = 0, we have the following system of nonlinear equations:

(5.2)


2z1 − d2z2+λ

1 − d2γz21 − z2 = 0,

−zi−1 + 2zi − d2z2+λ
i − d2γz2i − zi+1 = 0, i = 2, 3, · · · , n− 2,

−zn−2 + 2zn−1 − d2z2+λ
n−1 − d2γz2n−1 = 0.

By (5.2), we can obtain an operator F : Rn−1 → Rn−1 defined by

(5.3) F (z) = Mz − d2f(z)− d2γg(z),

where

z = (z1, z2, · · · , zn−1)
T , f(z) = (z2+λ

1 , z2+λ
2 , · · · , z2+λ

n−1)
T , g(z) = (z21 , z

2
2 , · · · , z2n−1)

T

and

M =


2 −1

−1 2
. . .

. . .
. . . −1
−1 2

 ∈ R(n−1)×(n−1).

Then

F ′(z) = M−(2+λ)d2


z1+λ
1

z1+λ
2

. . .

z1+λ
n−1

−2d2γ


z1

z2
. . .

zn−1

 .

From [17], we know that for any v, w ∈ Rn−1,

[v, w, F ]ij =
1

vj − wj
(Fi(v1, v2, · · · , vj , wj+1, · · · , wn−1)−Fi(v1, v2, · · · , vj−1, wj , · · · , wn−1)).

Thus

[v, w, F ] = M−d2


v2+λ
1 −w2+λ

1 +γ(v21−w2
1)

v1−w1

v2+λ
2 −w2+λ

2 +γ(v22−w2
2)

v2−w2

. . .
v2+λ
n−1−w2+λ

n−1+γ(v2n−1−w2
n−1)

vn−1−wn−1

 .

For any v ∈ Rn−1, let ∥v∥ = max1≤i≤n−1 |vi|. Then the corresponding norm for

A ∈ R(n−1)×(n−1) is

∥A∥ = max
1≤i≤n−1

n−1∑
j=1

|aij |.
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Let x0 ∈ Rn−1, r > 0, and

η = sup
θ∈B(x0,r)

(λ+ 1)∥θλ∥.

Note that for any z, v ∈ B(x0, r)

∥F ′(z)− F ′(v)∥ = d2
(

max
1≤i≤n−1

|(2 + λ)(z1+λ
i − v1+λ

i ) + 2γ(zi − vi)|
)

≤ d2
(
(2 + λ) max

1≤i≤n−1
|z1+λ

i − v1+λ
i |+ 2γ max

1≤i≤n−1
|zi − vi|

)
≤ d2 ((2 + λ)η + 2γ) ∥z − v∥.

Therefore, we have

∥F ′(x0)
−1(F ′(z)−F ′(v))∥ ≤ ∥F ′(x0)

−1∥∥F ′(z)−F ′(v)∥ ≤ d2 ((2 + λ)η + 2γ) ∥F ′(x0)
−1∥∥z−v∥.

This means that F ′(x0)
−1F ′ satisfies L Lipschitz condition with L = d2 ((2 + λ)η + 2γ) ∥F ′(x0)

−1∥.
Let ui = (u1i , · · · , u

n−1
i )T ∈ Rn−1, i = 1, 2. It follows that

F ′′(z)u1u2 = −d2
(
((2 + λ)(1 + λ)zλ1 + 2γ)u11u

1
2, · · · , ((2 + λ)(1 + λ)zλn−1 + 2γ)un−1

1 un−1
2

)T

and

(F ′′(z)−F ′′(v))u1u2 = −(2+λ)(1+λ)d2
(
(zλ1 − vλ1 )u

1
1u

1
2, · · · , (zλn−1 − vλn−1)u

n−1
1 un−1

2

)T
.

Hence

∥F ′′(z)− F ′′(v)∥ = d2(2 + λ)(1 + λ) max
1≤i≤n−1

|zλi − vλi |.

Below, we show that

(5.4) F ′′ is not Lipschitz continuous at a neighborhood of 0.

Assume on the contrary that F ′′ is Lipschitz continuous at B(0, r) with modulus
L > 0. Then, for any x ∈ B(0, r) with x ̸= 0,

∥F ′′(x)−F ′′(0)∥ = d2(2+λ)(1+λ) max
1≤i≤n−1

|xλi −0λi | = d2(2+λ)(1+λ)∥xλ∥ ≤ L∥x∥,

which implies that

(5.5)
∥xλ∥
∥x∥

≤ L

d2(2 + λ)(1 + λ)
,

where xλ = (xλ1 , · · · , xλn−1). Since x ̸= 0 and x ∈ B(0, r) is arbitrary, letting x → 0
in (5.5), we get that

lim
x→0

∥xλ∥
∥x∥

= +∞ ≤ L

d2(2 + λ)(1 + λ)
,

where the first equality holds because of 0 < λ < 1. This is a contradiction and so
assertion (5.4) holds.

We apply Newton-Steffensen’s method (1.4) to find a solution z∗ of the equation

(5.6) F (z) = 0
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and study this problem in two cases: γ = 0 and γ ̸= 0, where F is given by (5.3).
Set

β := ∥F ′(x0)
−1F (x0)∥.

Using MATLAB(version R2008a) and the stopping tolerance for iterations is ∥F (zk)∥ ≤
eps, where eps ≈ 2.2204e− 16.

5.1. When γ = 0. The problem (5.1) turns into

(5.7)

{
z′′ + z2+λ = 0, λ ∈ (0, 1),
z(0) = z(1) = 0.

We apply Newton-Steffensen’s method to approach the approximate solution z∗ of
F (z) = 0. Since a solution of F (z) = 0 would vanish at the endpoints and be
positive in the interior of [0, 1], we can choose x0 = (α sin 1

nωπ, · · · , α sin n−1
n ωπ)T

as the initial approximation, where α, ω ∈ R. Below, we consider four cases:
Case I. Let λ = 1

6 . Let n = 10, 20, 30, 40, 50. The selection of initial points
and numerical results with the starting points are listed in Table 1 which shows the
effectiveness of our method. By Newton-Steffensen’s method, we get solutions z∗

of (5.6). Using cubic spline interpolation, the approximate solutions ẑ∗ of (5.7) can
be shown in Figure 1.

n α ω iteration error
k = 0 k = 1 k = 2

10 1/2 5 2 5.0000e-1 1.1843e-4 0.0000
20 1/2 5 2 5.0000e-1 1.2395e-4 0.0000
30 1/2 5 2 5.0000e-1 1.2601e-4 0.0000
40 1/2 5 2 5.0000e-1 1.2683e-4 0.0000
50 1/2 5 2 5.0000e-1 1.2726e-4 0.0000

Table 1. Initial points and values of ∥xk − z∗∥.

Case II. Let λ = 1
4 . For n = 10, 20, 30, 40, 50, the initial points and numerical

results are listed in Table 2. By Newton-Steffensen’s method, we get the solutions
z∗ of (5.6). Moreover, by cubic spline interpolation, the approximate solutions ẑ∗

of (5.7) can be shown in Figure 2.

n α ω iteration error
k = 0 k = 1 k = 2 k = 3

10 1 8 3 9.5105e-1 2.0535e-3 4.3562e-12 0.0000
20 1 1/8 2 3.6447e-1 7.9285e-5 0.0000 0.0000
30 1 8 3 9.9452e-1 1.9880e-3 3.1687e-12 0.0000
40 1 8 3 9.5106e-1 1.9285e-3 2.8207e-12 0.0000
50 1/3 8 2 3.3268e-1 8.4899e-5 0.0000 0.0000

Table 2. Initial points and values of ∥xk − z∗∥.

Case III. Let λ = 1
2 . When n = 10, 20, 30, 40, 50, Table 3 shows the initial

points and numerical results, respectively. By Newton-Steffensen’s method, we get
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Figure 1. z∗ and the approximate solutions ẑ∗.

the solutions z∗ of (5.6). Furthermore by cubic spline interpolation, the approximate
solutions ẑ∗ of (5.7) can be shown in Figure 3.

n α ω iterations errors
k = 0 k = 1 k = 2

10 1/2 5 2 5.0015e-1 1.8853e-4 0.0000
20 1/2 5 2 5.0000e-1 1.7655e-4 0.0000
30 1 8 3 9.9452e-1 3.0359e-3 8.8226e-13
40 1/2 5 2 5.0014e-1 1.7691e-4 0.0000
50 2 1/8 2 7.5083e-1 7.7171e-4 0.0000

Table 3. Initial points and values of ∥xk − z∗∥.

Case IV. Let λ = 2
3 . When n = 10, 20, 30, 40, 50, we give, respectively, the

initial points and numerical results in Table 4. Using Newton-Steffensen’s method,
one has the solutions z∗ of (5.6). Moreover, by cubic spline interpolation, the
approximate solutions ẑ∗ of (5.7) can be shown in Figure 4.

5.2. When γ ̸= 0. In this subsection, we consider γ = 1. Then the problem (5.1)
becomes

(5.8)

{
z′′ + z2+λ + z2 = 0, λ ∈ (0, 1),
z(0) = z(1) = 0.
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Figure 2. z∗ and the approximate solutions ẑ∗.

n α ω iterations errors
k = 0 k = 1 k = 2 k = 3

10 1 8 3 9.5105e-1 2.9748e-3 1.6672e-13 0.0000
20 1 8 3 9.5106e-1 2.7745e-3 9.4290e-14 0.0000
30 1 8 3 9.9452e-1 2.7818e-3 9.4255e-14 0.0000
40 1 8 3 9.5106e-1 2.7672e-3 9.1616e-14 0.0000
50 1 1/8 2 5.0000e-1 1.7698e-4 0.0000 0.0000

Table 4. Initial points and values of ∥xk − z∗∥.

As in the last subsection, we choose x0 = (α sin 1
nωπ, · · · , α sin n−1

n ωπ)T as an initial
approximation, where α, ω ∈ R. Also, we discuss the following cases.

Case V. Let λ = 1
6 . We consider five cases: n = 10, 20, 30, 40, 50. The

initial points and numerical results are shown in Table 5. Also the solutions z∗ of
(5.6) can be got by Newton-Steffensen’s method. By cubic spline interpolation, the
approximate solutions ẑ∗ of (5.8) can be shown in Figure 5.

Case VI. Let λ = 1
4 . For n = 10, 20, 30, 40, 50, the option of initial points and

numerical results are shown in Table 6. By Newton-Steffensen’s method, we get
the solutions z∗ of (5.6). Using cubic spline interpolation, we get the approximate
solutions ẑ∗ of (5.8) which are shown in Figure 6.

Case VII. Let λ = 1
2 and n = 10, 20, 30, 40, 50. The option of initial points,

numerical results and errors are shown in Table 7. By Newton-Steffensen’s method,
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Figure 3. z∗ and the approximate solutions ẑ∗.

n α ω iterations errors
k = 0 k = 1 k = 2 k = 3

10 2 1/8 3 6.9223e-1 4.8319e-3 1.7056e-9 0.0000
20 2 1/8 3 7.2894e-1 4.8085e-3 1.6609e-9 0.0000
30 2 1/8 3 7.4111e-1 4.8041e-3 1.6575e-9 0.0000
40 2 1/8 3 7.4719e-1 4.8068e-3 1.6554e-9 0.0000
50 2 1/8 3 7.5083e-1 4.8079e-3 1.6539e-9 0.0000

Table 5. Initial points and values of ∥xk − z∗∥.

n α ω iterations errors
k = 0 k = 1 k = 2 k = 3

10 1/3 8 3 3.1702e-1 8.8360e-5 7.1089e-15 0.0000
20 1/3 8 2 3.1702e-1 8.4074e-5 0.0000 0.0000
30 1/2 15 3 5.0000e-1 2.7987e-4 2.1836e-13 0.0000
40 2 1/8 3 7.4719e-1 4.6377e-3 1.1880e-9 0.0000
50 1 1/8 3 3.7542e-1 1.9735e-2 1.1034e-7 0.0000

Table 6. Initial points and values of ∥xk − z∗∥.

we get the solutions z∗ of (5.6). Using cubic spline interpolation, we get the ap-
proximate solutions ẑ∗ of (5.8) which are shown in Figure 7.
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Figure 4. z∗ and the approximate solutions ẑ∗.

n α ω iterations errors
k = 0 k = 1 k = 2 k = 3

10 2 1/8 3 6.9223e-1 4.2252e-3 6.3449e-10 0.0000
20 2 1/8 3 7.2894e-1 4.2085e-3 6.1992e-10 0.0000
30 2 1/8 3 7.4111e-1 4.2053e-3 6.1899e-10 0.0000
40 1 1/8 3 3.7359e-1 3.5413e-4 3.3385e-13 0.0000
50 1 1/8 3 3.7542e-1 3.5411e-4 3.3359e-13 0.0000

Table 7. Initial points and values of ∥xk − z∗∥.

n α ω iterations errors
k = 0 k = 1 k = 2 k = 3

10 1/4 8 2 2.3776e-1 2.6460e-5 0.0000 0.0000
20 1/4 8 2 2.3776e-1 2.5188e-5 0.0000 0.0000
30 1/2 5 3 5.0000e-1 3.8819e-4 3.1039e-13 0.0000
40 1 1/8 3 3.7359e-1 3.1264e-4 2.2217e-13 0.0000
50 1/4 8 2 2.4951e-1 2.4837e-5 0.0000 0.0000

Table 8. Initial points and values of ∥xk − z∗∥.

From Table 7, we know that errors are smaller and smaller as the increase of n
under the condition of the same initial point.
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Figure 5. z∗ and the approximate solutions ẑ∗.

Case VIII. Let λ = 2
3 . For n = 10, 20, 30, 40, 50, the option of initial points,

numerical results and errors are shown in Table 8. One has the solutions z∗ of
(5.6) by Newton-Steffensen’s method and using cubic spline interpolation, we get
the approximate solutions ẑ∗ of (5.8) which are shown in Figure 8.
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Figure 6. z∗ and the approximate solutions ẑ∗.
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